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#### Abstract

As an estimator of an estimable parameter, we consider a linear combination of U-statistics introduced by Toda and Yamato (2001). As a special case, this statistic includes the V-statistic and LB-statistic. In case that the kernel is not degenerate, we show some large deviations for this linear combination of U-statistics.


1 Introduction Let $\theta(F)$ be an estimable parameter of an unknown distribution $F$ which has a symmetric kernel $g\left(x_{1}, \ldots, x_{k}\right)$ of degree $k(\geq 2)$ and $X_{1}, \ldots, X_{n}$ be a random sample of size $n$ from the distribution $F$. We assume that the kernel $g$ is not degenerate.

As an estimator of $\theta(F)$, Toda and Yamato (2001) introduces a linear combination $Y_{n}$ of U-statistics as follows: Let $w\left(r_{1}, \ldots, r_{j} ; k\right)$ be a nonnegative and symmetric function of positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$, where $k$ is the degree of the kernel $g$ and fixed. We assume that at least one of $w\left(r_{1}, \ldots, r_{j} ; k\right)$ 's is positive. For $j=1, \ldots, k$, let $g_{(j)}\left(x_{1}, \ldots, x_{j}\right)$ be the kernel given by

$$
\begin{equation*}
g_{(j)}\left(x_{1}, \ldots, x_{j}\right)=\frac{1}{d(k, j)} \sum_{r_{1}+\cdots+r_{j}=k}^{+} w\left(r_{1}, \ldots, r_{j} ; k\right) g(\underbrace{x_{1}, \ldots, x_{1}}_{r_{1}}, \ldots, \underbrace{x_{j}, \ldots, x_{j}}_{r_{j}}), \tag{1.1}
\end{equation*}
$$

where the summation $\sum_{r_{1}+\cdots+r_{j}=k}^{+}$is taken over all positive integers $r_{1}, \ldots, r_{j}$ satisfying $r_{1}+$ $\cdots+r_{j}=k$ with $j$ and $k$ fixed and $d(k, j)=\sum_{r_{1}+\cdots+r_{j}=k}^{+} w\left(r_{1}, \ldots, r_{j} ; k\right)$ for $j=1,2, \ldots, k$. Let $U_{n}^{(j)}$ be the U-statistic associated with this kernel $g_{(j)}\left(x_{1}, \ldots, x_{j} ; k\right)$ for $j=1, \ldots, k$. The kernel $g_{(j)}\left(x_{1}, \ldots, x_{j} ; k\right)$ is symmetric because of the symmetry of $w\left(r_{1}, \ldots, r_{j} ; k\right)$. If $d(k, j)$ is equal to zero for some $j$, then the associated $w\left(r_{1}, \ldots, r_{j} ; k\right)$ 's are equal to zero. In this case, we let the corresponding statistic $U_{n}^{(j)}$ be zero. The statistics $Y_{n}$ is given by

$$
\begin{equation*}
Y_{n}=\frac{1}{D(n, k)} \sum_{j=1}^{k} d(k, j)\binom{n}{j} U_{n}^{(j)} \tag{1.2}
\end{equation*}
$$

where $D(n, k)=\sum_{j=1}^{k} d(k, j)\binom{n}{j}$. Since $w$ 's are nonnegative and at least one of them is positive, $D(n, k)$ is positive. Note that $U_{n}^{(k)}=U_{n}$ for $w(1, \ldots, 1 ; k)>0$, because of $g_{(k)}=g$.

For example, let $w$ be the function given by $w(1,1, \ldots, 1 ; k)=1$ and $w\left(r_{1}, \ldots, r_{j} ; k\right)=0$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k-1$ and $r_{1}+\cdots+r_{j}=k$. Then the
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corresponding statistic $Y_{n}$ is equal to U -statistic $U_{n}$, which is given by

$$
\begin{equation*}
U_{n}=\binom{n}{k}^{-1} \sum_{1 \leq j_{1}<\cdots<j_{k} \leq n} g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right), \tag{1.3}
\end{equation*}
$$

where $\sum_{1 \leq j_{1}<\cdots<j_{k} \leq n}$ denotes the summation over all integers $j_{1}, \ldots, j_{k}$ satisfying $1 \leq j_{1}<$ $\cdots<j_{k} \leq n$.
Let $w$ be the function given by $w\left(r_{1}, \ldots, r_{j} ; k\right)=1$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$. Then the corresponding statistic $Y_{n}$ is equal to the LB-statistic $B_{n}$ given by

$$
\begin{equation*}
B_{n}=\binom{n+k-1}{k}^{-1} \sum_{r_{1}+\cdots+r_{n}=k} g(\underbrace{X_{1}, \ldots, X_{1}}_{r_{1}}, \ldots, \underbrace{X_{n}, \ldots, X_{n}}_{r_{n}}) \tag{1.4}
\end{equation*}
$$

where $\sum_{r_{1}+\cdots+r_{n}=k}$ denotes the summation over all non-negative integers $r_{1}, \ldots, r_{n}$ satisfying $r_{1}+\cdots+r_{n}=k$.

Let $w$ be the function given by $w\left(r_{1}, \ldots, r_{j} ; k\right)=k!/\left(r_{1}!\cdots r_{j}!\right)$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$. Then the corresponding statistic $Y_{n}$ is equal to the $V$-statistic $V_{n}$ given by

$$
\begin{equation*}
V_{n}=\frac{1}{n^{k}} \sum_{j_{1}=1}^{n} \ldots \sum_{j_{k}=1}^{n} g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right) . \tag{1.5}
\end{equation*}
$$

(See Toda and Yamato (2001)).
Let $w$ be the function given by $w\left(r_{1}, \ldots, r_{j} ; k\right)=k!/\left(r_{1} \cdots r_{j}\right)$ for positive integers $r_{1}, \ldots, r_{j}$ such that $j=1, \ldots, k$ and $r_{1}+\cdots+r_{j}=k$. Then, for example, the corresponding statistic $Y_{n}$ for the third central moment of the distribution $F$ is given by

$$
S_{n}=\frac{n}{n^{2}+1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{3}
$$

where $\bar{X}$ is the sample mean of $X_{1}, \ldots, X_{n}$ (see Nomachi et al. (2002)).
In Section 2 for the U-statistic, we quote probability inequalities and tail probability, which are also known as the large deviations, from Serfling (1980), Christofides (1991), Vandemaele and Veraverbeke (1982) and Borovskikh (1996).
Our purpose is to show large deviations for the statistic $Y_{n}$ given by (1.3), using the results for the U-statistic stated in Section 2. These are shown in Section 3.

2 Large Deviations for U-statistics We shall quote some large deviations for Ustatistics. Put $\sigma^{2}=\operatorname{Var}\left(g\left(X_{1}, \ldots, X_{k}\right)\right)$ and assume that $\sigma^{2}>0$. We denote $[n / k]$ by $m$, where $[x]$ is the greatest integer not greater than $x$.

Lemma 2.1 (Serfling (1980, p.201)) Assume that $a \leq g\left(x_{1}, \ldots, x_{k}\right) \leq b$, where $a$ and $b$ are constants. Then, for $t>0$ and $n \geq k$,

$$
\begin{equation*}
P\left(U_{n}-\theta \geq t\right) \leq \exp \left(-\frac{2 m t^{2}}{(b-a)^{2}}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(U_{n}-\theta \geq t\right) \leq \exp \left(-\frac{m t^{2}}{2\left(\sigma^{2}+\frac{1}{3}(b-a) t\right)}\right) \tag{2.2}
\end{equation*}
$$

We note that by using Markov's inequality to $P\left(\left(U_{n}-\theta \geq t\right)=P\left(e^{s\left(U_{n}-\theta-t\right)} \geq 1\right)\right.$, $s>0$ we get

$$
\begin{equation*}
P\left(U_{n}-\theta \geq t\right) \leq E\left[e^{s\left(U_{n}-\theta-t\right)}\right] \text { for } s>0 \tag{2.3}
\end{equation*}
$$

The inequality (2.1) is derived as follows: The right-hand side of (2.3) is less than or equal to $e^{Q(s)}$ for $s>0$ where $Q(s)=(b-a)^{2} s^{2} /(8 m)-s t$, and the minimum value over $s>0$ of $Q(s)$ is given by the right-hand side of (2.1) (see, for example, Serfling (1980, p. 201)). In this sense, the inequality (2.1) is equivalent to

$$
\begin{equation*}
\inf _{s>0} E\left[e^{s\left(U_{n}-\theta-t\right)}\right] \leq\left(-\frac{2 m t^{2}}{(b-a)^{2}}\right) \tag{2.4}
\end{equation*}
$$

Similarly, the inequality (2.2) is equivalent to

$$
\begin{equation*}
\inf _{s>0} E\left[e^{s\left(U_{n}-\theta-t\right)}\right] \leq \exp \left(-\frac{m t^{2}}{2\left(\sigma^{2}+\frac{1}{3}(b-a) t\right)}\right) \tag{2.5}
\end{equation*}
$$

Lemma 2.2 (Christofides (1991)) (a) Assume that there exists $M>0$ such that $E\left(g\left(X_{1}\right.\right.$, $\left.\left.\ldots, X_{k}\right)-\theta\right)^{r} \leq r!\sigma^{2} M^{r-2} / 2$ for $r=2,3, \ldots$. Then for $t>0$,

$$
\begin{equation*}
P\left(U_{n}-\theta \geq t\right) \leq \exp \left(-\frac{m}{2 M^{2}}\left(\sqrt{2 t M+\sigma^{2}}-\sigma\right)^{2}\right) \tag{2.6}
\end{equation*}
$$

(b) Assume that $a \leq g\left(x_{1}, \ldots, x_{k}\right) \leq b$, where $a$ and $b$ are constants. Then for $t>0$,

$$
\begin{equation*}
P\left(U_{n}-\theta \geq t\right) \leq \exp \left(-\frac{9 m}{2(b-a)^{2}}\left(\sqrt{\frac{2}{3} t(b-a)+\sigma^{2}}-\sigma\right)^{2}\right) \tag{2.7}
\end{equation*}
$$

For the kernel $g\left(x_{1}, \ldots, x_{k}\right)$, we put

$$
\psi_{l}\left(x_{1}, \ldots, x_{l}\right)=E\left(g\left(X_{1}, \ldots, X_{k}\right) \mid X_{1}=x_{1}, \ldots, X_{l}=x_{l}\right), \quad l=1, \ldots, k
$$

For $l=2,3, \ldots, k$, we put

$$
\begin{gathered}
g^{(1)}\left(x_{1}\right)=\psi_{1}\left(x_{1}\right)-\theta \\
g^{(l)}\left(x_{1}, \ldots, x_{l}\right)=\psi_{l}\left(x_{1}, \ldots, x_{l}\right)-\sum_{i=1}^{l-1} \sum_{1 \leq j_{1}<\cdots<j_{i} \leq l} g^{(i)}\left(x_{j_{1}}, \ldots, x_{j_{i}}\right)-\theta
\end{gathered}
$$

We suppose $\sigma_{1}^{2}=\operatorname{Var}\left(\psi_{1}\left(X_{1}\right)\right)>0$. Let $\Phi(x)$ be the standard normal distribution function. It satisfies the following relation.

$$
\begin{equation*}
1-\Phi\left(x \pm(\ln n)^{-2}\right)=(1-\Phi(x))\left(1+o\left(\frac{1}{\ln n}\right)\right) \tag{2.8}
\end{equation*}
$$

uniformly in the range $-A \leq x \leq c \sqrt{\ln n}$, where $A \geq 0$ and $c>0$ (see, Vandemaele and Veraverberke (1982)).

Lemma 2.3 (Vandemaele and Veraverberke (1982), Lemma 1) (a) If $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{p}<$ $\infty$ for some $p>2+c^{2}(c>0)$, then

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x\right)=(1-\Phi(x))\left(1+o\left(\frac{1}{\ln n}\right)\right) \tag{2.9}
\end{equation*}
$$

uniformly in the range $-A \leq x \leq c \sqrt{\ln n}(A \geq 0)$.
(b) If for all $p=1,2, \cdots E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{p}<K^{p} p^{\gamma p}$ (where $K$ and $\gamma \geq 0$ are constants not depending on $p$ ), then

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x\right)=(1-\Phi(x))(1+o(1)) \tag{2.10}
\end{equation*}
$$

uniformly in the range $-A \leq x \leq o\left(n^{\alpha}\right)(A \geq 0)$ with $\alpha=1 /\{2(3+2 \gamma)\}$.

The proposition (a) can be strengthened as follows:

Lemma 2.4 (Borovskikh(1996)) Suppose that

$$
E\left|g^{(1)}\left(X_{1}\right)\right|^{p}<\infty, \quad p>2+c^{2}
$$

and

$$
E\left|g^{(l)}\left(X_{1}, \ldots, X_{l}\right)\right|^{c_{l}+c^{2}}<\infty, \quad l=2, \ldots, k
$$

where $c_{l}=2 l /(2 l-1)$ and some constant $c>0$. Then

$$
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x\right)=(1-\Phi(x))\left(1+o\left(\frac{1}{\ln n}\right)\right)
$$

uniformly in the range $-A \leq x \leq c \sqrt{\ln n}(A \geq 0)$.

As a corollary of this Lemma, the following is obtained.

Lemma 2.5 (Borovskikh(1996)) Under the same conditions as Lemma 2.4,

$$
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>c \sqrt{\ln n}\right)=\frac{1}{\sqrt{2 \pi c^{2} \ln n}} n^{-\frac{c^{2}}{2}}\left(1+O\left(\frac{1}{\ln n}\right)\right)
$$

3 Large Deviations for Y-statistics We put for $j=1, \ldots, k$

$$
\theta_{j}=E\left(g_{(j)}\left(X_{1}, \ldots, X_{j}\right)\right)
$$

and

$$
\sigma_{(j)}^{2}=\operatorname{Var}\left(g_{(j)}\left(X_{1}, \ldots, X_{j}\right)\right)
$$

We note that $\theta_{k}=\theta$ and $\sigma_{(k)}^{2}=\sigma^{2}$. We put $\tau^{2}=\max \left\{\sigma_{(1)}^{2}, \ldots, \sigma_{(k)}^{2}\right\}$. We show some probability inequalities for a linear combinations of U-statistics. The first two probability inequalities correspond to Lemma 1.

Theorem 3.1 Assume that $a \leq g\left(x_{1}, \ldots, x_{k}\right) \leq b$, where $a$ and $b$ are constants. Then, for $t>0$ and $n \geq k$,

$$
\begin{equation*}
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \exp \left(-\frac{2 m t^{2}}{(b-a)^{2}}\right) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \exp \left(-\frac{m t^{2}}{2\left(\tau^{2}+\frac{1}{3}(b-a) t\right)}\right) \tag{3.2}
\end{equation*}
$$

Proof By the similar method to (2.3), for $s>0$ we have

$$
P\left(Y_{n}-E Y_{n} \geq t\right) \leq E\left(e^{s\left(Y_{n}-E Y_{n}-t\right)}\right)=E \exp \left(\sum_{j=1}^{k} \frac{d(k, j)}{D(n, k)}\binom{n}{j} s\left(U_{n}^{(j)}-\theta_{j}-t\right)\right)
$$

Because we may regard $d(k, j) / D(n, k))\binom{n}{j}$ as a probability function on $j=1, \cdots, k$, we can use Jensen's inequality to the exponent of the right-hand side and get the inequality

$$
\begin{equation*}
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \sum_{j=1}^{k} \frac{d(k, j)}{D(n, k)}\binom{n}{j} E\left(e^{s\left(U_{n}^{(j)}-\theta_{j}-t\right)}\right), \quad s>0 \tag{3.3}
\end{equation*}
$$

Since $a \leq g_{(j)} \leq b$ and $E\left(U_{n}^{(j)}\right)=\theta_{j}(j=1, \ldots, k)$, applying (2.4) to the expectation of the right-hand side and using $m=[n / k] \leq[n / j](j=1, \ldots, k)$, we get

$$
\inf _{s>0} E\left(e^{s\left(U_{n}^{(j)}-\theta_{j}-t\right)}\right) \leq \exp \left(-\frac{2\left[\frac{n}{j}\right] t^{2}}{(b-a)^{2}}\right) \leq \exp \left(-\frac{2 m t^{2}}{(b-a)^{2}}\right)
$$

Using this result to the right-hand side of (3.3), we get (3.1) by the relation $D(n, k)=$ $\sum_{j=1}^{n} d(k, j)\binom{n}{j}$.

Applying (2.5) to the expectation of the right-hand side of (3.3) and using $m \leq[n / j]$ and $\tau^{2} \geq \sigma_{j}^{2}(j=1, \ldots, k)$, we get

$$
\inf _{s>0} E\left(e^{s\left(U_{n}^{(j)}-\theta_{j}-t\right)}\right) \leq \exp \left(-\frac{\left[\frac{n}{j}\right] t^{2}}{2\left(\sigma_{(j)}^{2}+\frac{1}{3}(b-a) t\right)}\right) \leq \exp \left(-\frac{m t^{2}}{2\left(\tau^{2}+\frac{1}{3}(b-a) t\right)}\right)
$$

Using this result to the right-hand side of (3.3), we get (3.2).

Theorem 3.2 (a) Assume that there exists $M>0$ such that $E\left(g_{(j)}\left(X_{1}, \ldots, X_{j}\right)-\theta_{j}\right)^{r} \leq$ $r!\sigma^{2} M^{r-2} / 2$ for $j=1, \ldots, k$ and $r=2,3, \ldots$. Then for $t>0$,

$$
\begin{equation*}
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \exp \left(-\frac{m}{2 M^{2}}\left(\sqrt{2 t M+\tau^{2}}-\tau\right)^{2}\right) \tag{3.4}
\end{equation*}
$$

(b) Assume that $a \leq g\left(x_{1}, \ldots, x_{k}\right) \leq b$, where $a$ and $b$ are constants. Then for $t>0$,

$$
\begin{equation*}
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \exp \left(-\frac{9 m}{2(b-a)^{2}}\left(\sqrt{\frac{2}{3} t(b-a)+\tau^{2}}-\tau\right)^{2}\right) \tag{3.5}
\end{equation*}
$$

Proof A U-statistic can be represented as an average of averages of i.i.d. random variables (see, for example, Serfling (1980, p.180) and Borovskikh (1996, p.14)). For the random variable having mean zero, variance $\sigma^{2}>0$ and satisfying $E\left(X^{r}\right) \leq r!\sigma^{2} M^{r-2} / 2$ for $r=2,3, \ldots$, its moment generating function satisfies $E\left(e^{s X}\right) \leq \exp \left\{\sigma^{2} s^{2} /[2(1-s M)]\right\}$ for $0<s<1 / M$. Using these two facts, it can be shown that for $j=1, \ldots, k$,

$$
E e^{s\left(U_{n}^{(j)}-\theta_{j}-t\right)} \leq \exp \left(-s t+\frac{\sigma_{j}^{2} s^{2}}{2\left(\left[\frac{n}{j}\right]-s M\right)}\right), \quad 0<s<\frac{m}{M}\left(\leq \frac{\left[\frac{n}{j}\right]}{M}\right)
$$

(Christofides (1991, p.258-259)). Because of $m \leq[n / j]$ and $\tau^{2} \geq \sigma_{j}(j=1, \ldots, k)$, we have

$$
E e^{s\left(U_{n}^{(j)}-\theta_{j}-t\right)} \leq \exp \left(-s t+\frac{\tau^{2} s^{2}}{2(m-s M)}\right), \quad 0<s<\frac{m}{M} .
$$

Thus by (3.3) we have

$$
P\left(Y_{n}-E Y_{n} \geq t\right) \leq \exp \left(-s t+\frac{\tau^{2} s^{2}}{2(m-s M)}\right), \quad 0<s<\frac{m}{M}
$$

Putting $y=m-s M(>0)$, the exponent of the right-hand side is equal to

$$
\frac{1}{2 M^{2}}\left(\frac{\tau m}{\sqrt{y}}-\sqrt{\left(2 t M+\tau^{2}\right) y}\right)^{2}+\frac{m}{M^{2}}\left(\sqrt{2 t M+\tau^{2}} \cdot \tau-\left(t M+\tau^{2}\right)\right)
$$

The minimum value over $y>0$ of this function is given by the second term which is equal to the exponent of the right-hand side of (3.4).

Under the condition of $(b)$, the condition of (a) is satisfied with $M=(b-a) / 3$ (Christofides (1991, p.259)). Therefore the inequality (3.5) is obtained from (3.4) by replacing $M$ with $(b-a) / 3$.

Theorem 3.3 (a) If $E\left|g\left(X_{1}, \ldots, X_{k}\right)\right|^{p}<\infty$ and $E\left|g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right)\right|^{p-2}<\infty, 1 \leq j_{1} \leq$ $\cdots \leq j_{k} \leq k$, for some $p>2+c^{2}(c>0)$, then

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n}-\theta\right)>x\right)=(1-\Phi(x))\left(1+o\left(\frac{1}{\ln n}\right)\right) \tag{3.6}
\end{equation*}
$$

uniformly in the range $-A \leq x \leq c \sqrt{\ln n}(A \geq 0)$.
(b) If for all $p=1,2, \cdots E\left|g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right)\right|^{p}<K^{p} p^{\gamma p}, 1 \leq j_{1} \leq \cdots \leq j_{k} \leq k$, (where $K$ and $\gamma \geq 0$ are constants not depending on $p)$, then

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n}-\theta\right)>x\right)=(1-\Phi(x))(1+o(1)) \tag{3.7}
\end{equation*}
$$

uniformly in the range $-A \leq x \leq o\left(n^{\alpha}\right)(A \geq 0)$ with $\alpha=1 /\{2(3+2 \gamma)\}$.

If $d(k, k)=w(1, \ldots, 1 ; k)>0$, then there exists a constant $\beta(\geq 0)$ such that

$$
\begin{equation*}
\frac{d(k, k)}{D(n, k)}\binom{n}{k}=1-\frac{\beta}{n}+O\left(\frac{1}{n^{2}}\right) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{k-1} \frac{d(k, j)}{D(n, k)}\binom{n}{j}=\frac{\beta}{n}+O\left(\frac{1}{n^{2}}\right) \tag{3.9}
\end{equation*}
$$

For the U-statistic $U_{n}, \beta=0$. In the following proof of Theorem 3.3 (b), we assume that

$$
\beta>0
$$

because the corresponding large deviations for the U-statistic are given in Section 2. For the V-statistic $V_{n}$ and the S-statistic $S_{n}, \beta=k(k-1) / 2$. For the LB-statistic $B_{n}, \beta=k(k-1)$.

As stated in Toda and Yamato (2001, p.229), we can write

$$
Y_{n}=U_{n}+R_{n}
$$

and $R_{n}$ satisfies the following:If $E\left|g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right)\right|^{r}<\infty$ for $r>0$ and any integers $j_{1}, \ldots, j_{k}\left(1 \leq j_{1} \leq \cdots \leq j_{k} \leq k\right)$, then

$$
\begin{equation*}
E\left|R_{n}\right|^{r} \leq \frac{C_{1}}{n^{r}} \tag{3.10}
\end{equation*}
$$

where $C_{1}$ is a generic constant (this relation holds even if $r$ is not integer by the same reason as its proof of Toda and Yamato (2001)).

Proof of Theorem 3.3 Since $Y_{n}-\theta=U_{n}-\theta+R_{n}$, for any $\varepsilon>0$

$$
\begin{gather*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x+\varepsilon\right)-P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right) \\
\leq P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n}-\theta\right)>x\right)  \tag{3.11}\\
\leq P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x-\varepsilon\right)+P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right) .
\end{gather*}
$$

At first we shall show (3.6). Using Markov's inequality and (3.10), for $\varepsilon=(\ln n)^{-2}$ we have

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right) \leq C_{2} \frac{(\ln n)^{2(p-2)}}{n^{(p-2) / 2}} \tag{3.12}
\end{equation*}
$$

where $C_{2}(>0)$ is a generic constant. For a large $x>0,1-\Phi(x) \approx(\sqrt{2 \pi} x)^{-1} e^{-x^{2} / 2}$ (see, for example, Johnson et al. (1994)). Hence for $-A \leq x \leq c \sqrt{\ln n}$, we have $1 /(1-\Phi(x)) \leq$ $O\left((\ln n)^{1 / 2} n^{c^{2} / 2}\right)$. By this relation, (3.12) and $p-c^{2}>2$, we have

$$
\frac{P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right)}{1-\Phi(x)}=O\left(\frac{(\ln n)^{2(p-2)+1 / 2}}{n^{\left(p-2-c^{2}\right) / 2}}\right)
$$

Thus we have

$$
\begin{equation*}
\frac{P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right)}{1-\Phi(x)}=o\left((\ln n)^{-1}\right) \tag{3.13}
\end{equation*}
$$

By (2.9), we have

$$
\left.P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x \pm \varepsilon\right)=(1-\Phi(x \pm \varepsilon))\left(1+o\left((\ln n)^{-1}\right)\right)\right)
$$

Taking $\varepsilon=(\ln n)^{-2}$ and using (2.8), we get

$$
\begin{equation*}
\left.P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x \pm \varepsilon\right)=(1-\Phi(x))\left(1+o\left((\ln n)^{-1}\right)\right)\right) \tag{3.14}
\end{equation*}
$$

Applying (3.13) and (3.14) to (3.11), we get (3.6).
Now we shall prove (3.7). By the condition on moments of $g$, we have

$$
\left(E\left|U_{n}^{(j)}\right|^{p}\right)^{1 / p} \leq K p^{\gamma}, \quad j=1, \ldots, k
$$

Therefore by (3.8), (3.9) and Minkowski's inequality, we have

$$
\left\{E\left|R_{n}\right|^{p}\right\}^{1 / p} \leq K p^{\gamma}\left(\frac{2 \beta}{n}+O\left(\frac{1}{n^{2}}\right)\right)
$$

Therefore, for $p=1,2, \ldots$ we have

$$
E\left|\sqrt{n} R_{n}\right|^{p} \leq(2 \beta K)^{p} n^{-p / 2} p^{p \gamma+1}\left(1+O\left(\frac{1}{n}\right)\right)
$$

By Markov's inequality, for $\varepsilon=n^{-\alpha}$ and $p=c n^{(1-2 \alpha) /(2+2 \gamma)}(\alpha=1 /\{2(3+2 \gamma)\})$, we have

$$
\begin{equation*}
P\left(\left|\sqrt{n} R_{n}\right| \geq \varepsilon\right) \leq O\left(\left(2 \beta K n^{\alpha-\frac{1}{2}} p^{\gamma}\right)^{p} \cdot p\right)=O\left(e^{p[\ln (2 \beta K)-\ln p]+\ln p}\right) \tag{3.15}
\end{equation*}
$$

Let $p_{n}$ be a positive sequence such that $p_{n} \rightarrow 0$ and $p_{n} n^{\alpha} \rightarrow \infty$. Then by the same reason stated in the first part, $1 /\left(1-\Phi\left(p_{n} n^{\alpha}\right)\right) \approx \sqrt{2 \pi} p_{n} n^{\alpha} e^{p_{n}^{2} n^{2 \alpha} / 2}$. Since $\varepsilon=n^{-\alpha}$, $p=c n^{(1-2 \alpha) /(2+2 \gamma)}$ and $\alpha=1 /\{2(3+2 \gamma)\}$, we have

$$
\frac{P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>\varepsilon\right)}{1-\Phi\left(p_{n} n^{\alpha}\right)}=O\left(p_{n} \exp \left(\ln c+n^{2 \alpha}\left(\frac{p_{n}^{2}}{2}+C_{3}-\left(2 \alpha c-\frac{3 \alpha}{n^{2 \alpha}}\right) \ln n\right)\right)\right)
$$

whose exponent diverges to $-\infty$ as $n \rightarrow \infty$ because of $\alpha c>0$, where $C_{3}$ is a generic constant depending on $c, \beta$ and $K$. Hence the left-hand side converges to 0 as $n \rightarrow \infty$. Thus we get

$$
\begin{equation*}
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left|R_{n}\right|>n^{-\alpha}\right)=(1-\Phi(x)) \cdot o(1) \tag{3.16}
\end{equation*}
$$

uniformly in $-A \leq x \leq o\left(n^{\alpha}\right)$. By (2.10), for a sufficiently small $\varepsilon>0$ we have

$$
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(U_{n}-\theta\right)>x \pm \varepsilon\right)=(1-\Phi(x \pm \varepsilon))(1+o(1))
$$

Using the approximation $1-\Phi(x) \approx(\sqrt{2 \pi} x)^{-1} e^{-x^{2} / 2}$ for a large $x>0$, we have

$$
\begin{equation*}
1-\Phi\left(x \pm n^{-\alpha}\right)=(1-\Phi(x))(1+o(1)) \tag{3.17}
\end{equation*}
$$

uniformly in $-A \leq x \leq o\left(n^{\alpha}\right)$, which is shown by the method similar to (3.16). Therefore, applying (3.16) and (3.17) to (3.11), we can get (3.7).

Noting that the conditions on $R_{n}$ in the following Corollary are as same as (a) of Theorem 3.3, the proposition (a) can be strengthened by Lemma 2.4.

Corollary 3.4 Suppose that

$$
\begin{gathered}
E\left|g\left(X_{j_{1}}, \ldots, X_{j_{k}}\right)\right|^{p-2}<\infty, \quad\left(1 \leq j_{1} \leq \cdots \leq j_{k} \leq k\right), \quad p>2+c^{2} \\
E\left|g^{(1)}\left(X_{1}\right)\right|^{p}<\infty, \quad p>2+c^{2}
\end{gathered}
$$

and

$$
E\left|g^{(l)}\left(X_{1}, \ldots, X_{l}\right)\right|^{c_{l}+c^{2}}<\infty, \quad l=2, \ldots, k
$$

where $c_{l}=2 l /(2 l-1)$ and some constant $c>0$. Then

$$
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n}-\theta\right)>x\right)=(1-\Phi(x))\left(1+o\left(\frac{1}{\ln n}\right)\right)
$$

uniformly in the range $-A \leq x \leq c \sqrt{\ln n}(A \geq 0)$.

As a corollary of this result, the following is obtained because of $1-\Phi(c \sqrt{\ln n})=$ $\left(2 \pi c^{2} \ln n\right)^{-1 / 2} n^{-c^{2} / 2}\left(1+O\left((\ln n)^{-1}\right)\right)$.

Corollary 3.5 Under the same conditions as Corollary 3.4,

$$
P\left(\frac{\sqrt{n}}{k \sigma_{1}}\left(Y_{n}-\theta\right)>c \sqrt{\ln n}\right)=\frac{1}{\sqrt{2 \pi c^{2} \ln n}} n^{-\frac{c^{2}}{2}}\left(1+O\left(\frac{1}{\ln n}\right)\right)
$$
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